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ABSTRACT 

This effort explores some of the issues associated with 
a multiphysics-based virtual wind tunnel environment. 
The basis of this approach is the integration of a 
composite material behavior identification 
methodology, along with a coupled structure fluid 
interaction numerical and computational methodology. 
Parallel codes were utilized to solve the PDEs of the 
coupled fluid-structure interaction problem, and to 
predict the energy absorption and material softening 
distributions on a wing structure, for various angles of 
attack and far field Mach numbers. The structural 
solution was computed on the geometry of the AGARD 
445.6 wing for the case of a polymer matrix composite 
(PMC), with a local measure of softening damage based 
on nonlinear constitutive behavior determined from 
experiment. Hot zones of incipient softening were 
observed to shift unexpectedly with angle of attack and 
Mach number. 

INTRODUCTION 

The two main drivers for the work represented in the 
present document are: 
• the need-based application push for realistic 

systemic prediction/simulation, inexpensive 
material qualification-certification, quick material 
insertion, and rapid prototyping and production, of 
Navy structures 

• the enormous technology pull of the evolving 
computational technology, automation of symbolic 
mathematics and program synthesis. 

 
Virtual prototyping and design (VPD) as an upcoming 
discipline combining technology, automation, modeling 

tools and domain expert knowledge utilization, attempts 
to respond to these drivers. 
 
Virtual prototyping and design of composite structures, 
under realistic loads, imposed from the fluid-structure 
linear and non-linear interaction, are of paramount 
importance to the cost and mission efficiency of various 
platforms. It is anticipated, that structures designed 
through the utilization of virtual wind tunnel (VWT), 
technologies along with inherently accurate composite 
material characterization, will have a direct and high 
impact on the manufacturing precision and demanding 
tolerances required for increased Precision Force 
capability.  
 
In addition, the success of designing PMC Navy 
structures within mission and economic requirements 
depends highly on the accuracy of the predictive 
capability of the structural and fluid models used. This 
in turn depends on two major issues:  
• The loads on the structure are not definable a priori 

but rather a consequence of the structure's 
interaction with the fluid around it as a function of 
the operational requirements of the mission 
envelope description (i.e. mach numbers, altitudes, 
maneuverability constrains etc)  

• The accurate model for the constitutive response of 
the material used to design the structure at hand 
under multiple loading paths. 

 
The Data Driven  Design Workbench (D3W) 1 is a an 
object oriented distributed computational environment 
under development at NRL, that allows the user to 
succesfully address these issues for PMC structures. 
The first issue has been recently addressed in 
collaboration with the University of Colorado at 
Boulder via the addition of coupled fluid-structure 
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modeling and analysis modules to the D3W. The second 
issue has been addressed through accurate material 
behavior modeling based on data from computationally 
controlled massive experimentation for the sake of 
material behavior identification.  
 
Both of these elements allow for the enhancement of 
the  D3W such as it can be extended to the concept of 
data driven virtual wind tunnel (DDVWT) 
environment. A brief description of the methodology 
and the integration of these two approaches is given 
below. 

The purpose of the present paper is to demonstrate how 
the usage of  such an environment can expose levels of 
behavioral detail that cannot be anticipated without 
exercising models that account for the fluid-structure 
interaction coupling and the actual softening behavior 
of the material. A secondary purpose of this paper is to 
describe the generic architecture and science behind 
this system. A distinction should be drawn here 
between the system presently under discussion and 
other efforts that have focused on the visualization and 
human interface such as NASA’s VWT 2 . 

COUPLED AEROELASTIC FLUID-STRUCTURE 
MODELING 

In order to predict the dynamic response of a rigid or 
flexible structure in a fluid flow, the equations of 
motion of the structure and the fluid must be solved 
simultaneously to account for the actual coupling 
between the two continua. The most difficult part of 
handling the fluid/structure coupling numerically stems 
from the fact that the structural equations are usually 
written with material (Lagrangian) coordinates, while 
the fluid equations are typically written using spatial 
(Eulerian) coordinates. Therefore, a straightforward ap-
proach to the solution of the coupled fluid/structure 
dynamic equations requires moving at each time step at 
least the portions of the fluid grid that are close to the 
moving structure. This can be acceptable for small 
displacements of the structure, but may lead to severe 
grid distortions when the structure undergoes large 
motion. Recently, several different approaches have 
emerged as an alternative to partial regridding in 
transient aeroelastic computations. Among these the 
most noteworthy are the corotational approach 3,4, dy-
namic meshes 5, and the Arbitrary Lagrangian Eulerian 
(ALE) 6 formulation. 
 
The moving mesh can be modeled 7 as an independent 
field with its own dynamics. Therefore, the coupled 
transient aeroelastic problem can be formulated as a 

three-field rather than two-field coupled problem: the 
fluid, the structure and the dynamic mesh, in the form 
of the following semi discrete PDEs 

 
(1a) 

 
(1b) 

 
(1c) 

 
where: W is the fluid state vector, A results from the 
finite element/volume discretization of the fluid 
equations, c

cF~ is the convected vector of numerical con-
vective fluxes, dF~  is the vector of numerical diffusive 
fluxes, u is the structural displacement vector, intf  is 
the vector of internal forces on the structure, extf  is the 
vector of external forces on the structure, M is the finite 
element mass matrix of the structure, M~ and D~ ,  and  
K~  are fictitious mass, damping and stiffness matrices 
associated with the fluid moving grid and constructed to 
avoid parasitic interaction between the fluid and its 
grid, or the structure and the moving fluid. 

Solution Procedures 
Heterogeneous time integration procedures for fully-
coupled transient computations require “time 
marching” through a combination of staggering and 
subcycling procedures 8. The opportunity for 
implementing the fluid and structural solvers on 
multiple processors of different computers in a 
heterogeneous environment suggests a staggering 
procedure where both disciplines are advanced in 
parallel. This enhances the speed of the simulation by 
allowing interparallel processing on top of the 
intraparallel computations; the speed comes at the 
expense of a deterioration in accuracy, especially in the 
structure solution. However, this trade-off of accuracy 
for speed may be desirable in a preliminary design.  
 
At every time step, the corresponding linearized system 
of equations is solved via the FETI (Finite Element 
Tearing and Interconnecting) substructuring method 
9,10. The FETI algorithm is an optimal domain 
decomposition iterative algorithm which is based on a 
saddle point variational principle. It incorporates a 
mechanically sound preconditioner and a natural coarse 
grid operator that propagate the error globally, 
accelerate convergence, and ensure performance 
independent of mesh size and number of substructures. 
Hence, the FETI method is well suited for massively 
parallel implicit computations. 
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The massively parallel viscous flow solver used is 
based on a mixed finite volume/finite element 
formulation 11. An ALE formulation is incorporated in 
this fluid solver to obtain the benefits previously 
described. 
 
The computational approach outlined above requires 
the explicit prediction of the motion of the fluid grid 
points on the fluid/structure interface once the motion 
of the structure has been determined, and the 
transmission of the pressure loads from the fluid side of 
that interface to the structural nodes that lie on it. 
 
The fluid and structure meshes have two independent 
representations of the physical fluid/structure interface. 
This creates the problem that the fluid and structure 
interfaces are not identical, and their discretizations do 
not coincide. These issues have been addressed through 
a parallel software module that generates the data 
structures needed for handling arbitrary and 
nonconforming fluid/structure interfaces in transient 
aeroelastic computations. 

AUTOMATED CHARACTERIZATION OF  
POLYMER MATRIX COMPOSITES 

In order to characterize the constitutive response of a 
PMC system, NRL has developed a system 
identification approach utilizing custom made testing 
machines that exposes material specimens to discrete 
loading paths spanning the loading space of the 
specimen structure. Two characteristic examples of 
such machines are the  In Plane Loader System (IPLS) 
and the Six Degree of freedom Loader System (6DLS) 
shown in Figure 1a and 1b respectively. Details about 

these machines and the associated automated processes 
are given extensively in 12-14 . 

Specimen Considerations 
Composite materials associated with various 
applications range through a wide variety of materials. 
Each different combination of matrix, fiber, fiber 
coating (for matrix-fiber interphase), layup angle, 
stacking sequence, etc. corresponds to a different 
material. The approach discussed here is specifically 
tailored to PMCs. Approximately 100 material systems 
with fibers ranging from Kevlar to IM7 graphite and 
several thermoset resins and thermoplastic organic 
polymers have been tested and characterized with the 
approach dis-cussed here. A partial list of all the 
materials tested up to now can be found in 13 . 
 
The specimen geometry was designed to satisfy the 
following requirements: 
• The characteristic dimensions should be large 

enough relative to fiber diameter and lamina 
thickness to ensure that the material could be 
analyzed as either a single mechanically equivalent 
homogeneous anisotropic monolithic material, or a 
collection of layers of varying orientations of such 
materials. 

• The overall specimen size should be small enough 
to keep material costs at a manageable level. 

• Strain riser(s) (i.e. nothces, holes etc.) should be 
present to guarantee that high strain regions occur 
well away from all specimen boundaries. 

Procedure 
 We will discuss the experimental procedure 

. 
Figure 1. Views of IPLS (left) and the 6DLS (right)
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loading space it is 
s of a three dimensional 
dinates (u0, u1, u2). The 
representative family of 
d how to sample along 
to cover the boundary 

set of 15 uniformly 

distributed radial loading paths as indicated in Figure 3. 
Note that because of geometry and material symmetry 
about the axis along the notch(es), only the half space 
corresponding to positive sliding displacement (u0>0) 
need be considered. The required set of observation 
points is generated by sampling boundary displacement 
and force data along each path. A particular test in 
which the actuator motions are continuously varied 
corresponds to a specific path in this space. Only 15 
specimens are required, and 50 observations per loading 
path are obtained from a single specimen. 
 
The locus of the end points of all loading paths for the 
same increment is a sphere as shown in Figure 3, where 
two arbitraty loading paths at three arbitrary increments 
are presented as an example along with the two basis 
case loading paths of pure shearing, and opening. 
 
The traditional NRL methodology for PMC 
characterization uses the Dissipated Energy Density 
Function (DEDF) as a storage mechanism for their 
constitutive behavior. The spatial distributions of 
dissipated energy density after the DEDF has been 
determined via the process described below, are shown 
also in Figure 3 at three specific points on one of the  
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en loading paths for the double notched specimen 
 for the 6DLS, for a particular PMC system. 

process of computing the total dissipated energy is 
d on the boundary displacements and tractions that 

easured at each increment imposed by the system 
g each loading path. More details are presented 

here 13-16 . One specimen per loading path is used 
ally and the procedure is then repeated for a total of 
specimens per loading path.  

dissipated energy density function is constructed as 
m of basis functions iχ  that depend only on the 
l strain state ε~  of the material in the structure, and 

eighted by coefficients ic  that depend only on the 
rial: 

)~()(...)~()()~()()~, 2211 εχεχεχ nn mcmcmcc +++=  (2) 
 particular form for  φ , accomplishes a full 
mposition of the effects of the geometry from those 
e material by forcing it to be only a function of the 
n state. It also,  accomplishes scale independence 
in the domain of application of the continuum 
thesis.  

rmination of the dissipated energy density function 
be accomplished by employing a desirable vector 

space defining the polynomials representing the basis 
functions, and subsequently determine the coefficients 

ic . This is accopmplished by considering the energy 
balance equation,  

  
(3) 
 

The left hand side represents the dissipated energy lost 
in the structure as the difference between the total 
energy imparted by the testing machine to the 
specimen, minus the recoverable energy. Where t and u 
are used to name the components of the boundary 
tractions and displacements respectively.  
 
The right hand side of Eq. (3) represent the dissipated 
energy in the structure as the integral over the volume 
of the specimen of the dissipated energy density 
function. The discrete form of this equation -resulting 
from consideration of the total energy as the sum of 
energies for each finite element of the model for the 
specimen-, can be written for as many times as needed 
in order to define an overdetermined system of linear 
equations with ic  as uknowns. Since this system is 
overdetermined, and since we have to consider the 
monotonicity and positive definitiveness of   φ , the 
problem can be considered to be a global optimization 
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problem with inequality constrains. Various algorithms 
are available to use for solving this problem. We have 
been using random hill climb with reversal algorithm as 
it has been captured in the ACM TOMS library 
algorithm 587 17 . A typical representation of the 
distribution of  φ  in the strain space of the arbitrary 
volume element (AVE) is shown in Figure 4. Since the 
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and a short description of their function are described 
below.  
Fluid-Structural Analysis: This module consists of 
structural analysis codes. For the case of traditional 
structures commercial codes like ANSYS are used. For 
the case of wing or other shell-like structures 
interacting with fluids two parallelized codes that have 
been custom developed at the University of Colorado at 
Boulder are used. These codes accept fluid properties, 
flight conditions, and structural properties and they can 
compute any fluid or structure related field results. 
Base Case Solutions: This module is a database that 
stores all basis case strain field solutions that the user 
generates through the Fluid-Structural Analysis module 
for the structure involved. 
Load Space Controller: This module defines the 
loading vector space and its bases and produces 
parametric representations of desired loading paths 
applied onto the structure via explicit loading 
conditions, or implicit ones via loading event 
parameterization. 
Material Space Controller: This module defines the 
material properties vector space and its bases and 
produces parametric representations of desired material 
change paths applied onto the structure via explicit 
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Figure 4. Typical dissipated energy density 
distribution in the strain space for a εxx= 0
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 in-plane problems DEDF is 4-dimensional 
ersurface and therefore we can only plot 3-D slices 

the it (for constant values of one of the dependent 
iables which are the components of the strain 
sor). Here we chose the position εxx=0.   It is evident 

 this plot that near the origin where the strains are 
ll the values of  φ  are negligible as the material is 
ts linear regime. The further away from the origin 
 DED starts accumulating due to the strain induced 
tening that is expressed by the nonlinear material 
onse. Depending on the direction from the origin 

 different degrees of softening are observed. The 
icipated shear symmetry behavior about the εyy axis 
 has been captured. Since the behavior along the εyy 

s expresses the tension (positive εyy) vs. compression 
gative εyy )  response of the AVE we can see how 
ch more quicker the material softens in compression 
n in tension. Clearly  φ captures the nonlinear 
avior of the material in great detail.  

HE DDVWT SIMULATION ENVIRONMENT 

e Architecture 
ure 5 shows the block diagram of D3W's main 
ponents and their relationship in terms of data flow 

hs. This diagram is intended to represent its abstract 
hitecture. The main components of the environment 

laminate selection conditions, or implicit ones via 
constituent (resin and fiber) property parameterization. 
Geometry Space Controller: This module defines the 
geometrical features’ vector space and its bases and 
produces parametric representations of desired feature 
change paths applied onto the structure via explicit 
geometry altering conditions. 
Material Database: This module contains the values of 
all the coefficients identified to define a dissipated 
energy density function suitable to represent the 
constitutive response of various material systems. 
Solution Interpolator: This module combines all the 
selections from the controllers for loading, material and 
geometry path definitions, and synthesizes from the 
base case solutions database, the desired combined 
solution. 
DED Evaluator: This module utilizes the output strain 
field of the solution interpolator module and with the 
help of material database computes the scalar 
distribution of dissipated energy for every point in the 
structure. 
Display Module: The user interaction and visualization 
module. 
This architecture has evolved through time and the 
whole environment along with the DED methodology 
have been utilized in various applications including 
health prediction and sensor optimization of smart 
structures 18-20. 
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.6 wing was selected as the 
ure for code validation because of 
ind tunnel data associated with its 
ailable 21-22. A consequence of the 
s been that it has been used as a 

 various analytical and numerical 
s that are also available in the 

ndard aeroelastic configuration for 
ing 445.6  21, was tested in the 16–
mics Tunnel (TDT) at the NASA 
enter 22 . The wing had a quarter-
f 45o, a panel aspect ratio of 1.65, a 
d a NACA 65A004 airfoil section. 
he wing were tested in the TDT 
and semi-span models. The model 
 a semi-span, wall-mounted model 
 of laminated mahogany. The root 
was 1.833 feet and the semi-span 

er to obtain flutter data for a wide 
ber and density conditions in the 
lled through the mahogany wing to 
Filling these holes with rigid foam 
 aerodynamic shape of the original 
or this model -tested in air- are 

reported in Ref. 22 over a range of Mach number from 
0.338 to 1.141. Natural boundary-layer transition was 
allowed throughout the test. The semi-span model was 
attached directly to the wind tunnel wall (no splitter 
plate was used); therefore, the wing root was immersed 
in the wall boundary layer. Ref. 21 indicates that the 
displacement thickness of the wall boundary layer was 
0.8 inch or less. 
 
Figure 6 shows a comparison of the evolution of the 

Figure 6. Distribution of Flutter Speed Index vs. far 
field Mach number from experimental and various 

numerical simulations results. 
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flutter speed index as a function of the far field mach 
number, from the experimental data 22, and two 
modeling approaches 5-23 that integrate the Navier-
Stokes equations, as well the present approach. Clearly, 
in the region below mach 0.93 our approach 
demonstrated the best performance both in terms of 
computational resources (grid points and explicit 
integration time step length), as well as  closeness to the 
experimental data. 
 
Simulation Results 
Subsonic linear unsteady aerodynamics and solution 
algorithms have been reasonably successful in 
predicting flutter boundaries for Mach numbers up to 
0.6 or 0.7. However, linear theory has been unable to 
account for the effects upon transient loads of 
aerodynamic shape, high angles of attack, detaching 
and reattaching flows, moderate to low dynamic 
pressure, or maneuvering conditions 24. 
 
 In an attempt to account for material nonlinear 
behavior due to strain induced damage, NRL's D3W has 
been extended to solve coupled fluid/structure 
problems. The AGARD 445.6 wing was modeled and 
an analysis was performed to obtain strain fields which 
were used to compute dissipated energy density for 
each loading condition that is defined by a specific 

combination of angle of attack and far field mach 
number. 
 
Our results from the AGARD 445.6 wing are based on 
a model of 462 nodes and 800 triangular element mesh 
for the structure, and a mesh of 38491 nodes and 
218156 tetrahedral elements for the fluid. The fluid was 
decomposed in four domains while the structure was 
used as one domain. All solutions ran on 5 processors 
of NRL's Origin 2000 system. This problem ran in 
approximately 10 minutes per loading condition. 
However, most of the time was consumed to generate 
the multiple results files that included the nodal values 
of the fluid speed and pressure, as well as the strain and 
stress components for the upper, lower and middle 
sections of the shell elements used to model the 
structure of the wing.  
 
Figure 7 shows a typical distribution of the steady state 
solutions for the fluid speed (Figure 7a.x) and pressure 
(Figure  7b.x) on the boundary of the fluid formed by 
the bottom of the wing, for the case of far field mach  

9.0=∞M  and for angle of attack α , at 0o (Figures. 
7a.1, 7b.1) and 9o (Figures. 5a.2, 5b.2). These results 
are consistent with the ones published in Refs. 21-23. 
 A characteristic of these results is that for the case of 

9.0=∞M  and  °= 9α  the highest pressure area 

Figure 7. Mach number (top) and pressure (bottom) distributions on the 

b.1 b.2 

a.1 a.2 

9.0=∞M
°= 0α

9.0=∞M
°= 0α
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(yellow) has shifted towards the trailing edge of the 
wing (Figure 7b.2). 
 
Figure 8 shows the variation of the dissipated energy 
density distributions on the wing for 5.0=∞M  and 
angle of attack varying from °= 0α  through 

°= 9α plotted in relative color scale in order to 
accentuate the differences within each loading case.  
 
It originaly starts at the root of the wing near the 
trailing edge, then shifts to the middle of the leading 
edge and the middle of trailing edge and finally it 
returns back to the root of the wing with a secondary 
zone developing at the leading edge near the root of the 
wing. 
 
This behavior expands the premise of ultimate scalar 
quantities (such as material strength) as being sufficient 
for the structural design process. Dissipated energy 
density distribution as a measure of local material 
softening clearly demonstrates positional shifting and 
therefore it introduces the concept of loading space 
dimensionality and loading path direction as important 
additional factors besides load magnitude in the 
structural design discipline. 
  
Figure 9 shows the distributions of dissipated energy 
density in relative color scale, as a function of the mach 
number ∞M   for angles of attack °= 0α  and °= 9α . 
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ting occures from the root of the wing near the 
ling edge to the leading edge and then back to the 
t.  
 the case of °= 0α  the shifting occurs from the root 
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of the wing near the trailing edge to bothe the leading 
and the trailing edges at about half the wing span. 

CONCLUSIONS 

It was demonstrated that the onset of the nonlinear 
response of composite aero-structures as a consequence 
of the flight conditions could be simulated in the data 
driven virtual wind tunnel architecture described in the 
present work.  
 
In addition, the DDVWT system allows the dynamic 
reconstruction of stimulus conditions based on flight 
condition parameterization instead of traditional finite 
element nodal boundary conditions. The computational 
efficiency of the process is based on the dynamic 
superposition of basis cases solutions of the coupled 
fluid-structure interaction problem. 
 
Both of these features allow an extremely flexible 
utilization of the DDVWT for design applications. 
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