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Abstract

The paper deals with the simultaneous estimation of parameters used in constitutive laws

for modeling inelastic material behaviour. Experimental data is obtained from specimens with
a uniform distribution of stresses. Uniaxial evaluations of the constitutive laws are used. Due
to the numerical sti�ness of the constitutive equations, it is shown that it is necessary to use an

implicit time-integration scheme. The model parameters are estimated from experimental data
using a least-squares criterion. Stochastic and deterministic optimization methods are used.
The algorithms are parallelized on the basis of the master-slave paradigm. Since a complete

parameter estimation requires error estimates and con®dence regions, statistic methods are
implemented. # 1999 Elsevier Science Ltd. All rights reserved.

Keywords: Inelasticity; Parameter identi®cation; Stochastic and deterministic optimization methods;

Inverse problem; Parallel computing; Sensitivity analysis

1. Introduction

Prediction of the behaviour of structures under mechanical and thermal loading
requires accurate modelling of the material behaviour. For this purpose many
models were developed in the past, which can be used in modern calculation methods
like the Finite-Element-Method. Some of these models are introduced and explained
in the books of Miller (1987), Ohtani et al. (1988), Lemaitre and Chaboche (1990)
and Khan and Huang (1995).
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For an accurate modelling of the material behaviour a certain number of model
parameters are necessary, depending on the model used. Models for the viscoplastic
behaviour of materials (see also the works of Bodner and Partom, 1975; Chaboche
and Rousselier, 1983; Krempl, 1987; Chaboche, 1989; Nouailhas, 1989; Schlums and
Steck, 1992) contain several parameters which in general cannot be determined
explicitly from suitable experiments. Instead these parameters have to be determined
implicitly from di�erent measurement data. The main problem of the estimation of
these parameters derives from the numerical sti�ness of the underlying constitutive
equations (see, e.g. Cordts and Kollmann, 1986; Hartmann and Kollmann, 1987).
Therefore the topic of the present paper is the estimation of the model parameters
with a focus on the solution of the numerical problem.
Most material data are from uniaxial or biaxial experiments, which performed, for

example, for cylindrical hollow specimens lead to (almost) uniform strains and
stresses within the specimens (see, e.g. Krempl and Lu, 1984; White et al., 1990;
Schinke and Schwertel, 1994; Kunkel and Kollmann, 1997). There are only a few
authors who have published results for specimens with a non-homogeneous dis-
tribution of strain and stress (see Cailletaud and Pilvin, 1993; Gavrus et al., 1994;
Andresen et al., 1996; Kreiûig, 1996; Mahnken and Stein, 1994b, 1996b, 1997). Due
to the high costs, the number of experiments is always limited. No statistical proofed
results have been published yet. Also, the in¯uence of deviation in the measurement
data on the model parameters is still an open question (see, e.g. Schinke and
Schwertel, 1994; Braasch et al., 1995; Gerdes and Thielecke, 1996). The main question
is the reliability of the material models. Only in the case of a small standard deviation
of the model parameters one can expect a more or less `exact' prediction of the mate-
rial behaviour under the prescribed loads. For this reason the determination of stan-
dard deviation and correlation of the model parameters will be discussed in detail.
Another important problem is the di�culty of getting adequate starting values or

even the range of the model parameters. Although the principal in¯uence of the
parameters on the model behaviour is known in advance, it is almost impossible to
give those values without a time-consuming stochastic search method. To shorten
the CPU-time one can make use of a combination of stochastic and deterministic
search algorithms. Very often the so-called evolution strategy is used to evaluate the
material parameters (see, e.g. Rechenberg, 1973; MuÈ ller and Hartmann, 1989;
Kublik and Steck, 1992; Furukawa and Yagawa, 1997). There is little experience
with deterministic methods (see Senseny et al., 1993; Mahnken and Stein, 1994a,
1996a). Thus a great part of the present paper will deal with modern deterministic
optimization methods and, particularly, how to provide the gradient of the cost
function. In this respect the sensitivity analysis has become an e�ective method (e.g.
Adelmann and Haftka, 1986; Gavrus et al., 1994; Mahnken and Stein, 1994a, 1996a;
Gelin and Ghouati, 1996).
The amount of CPU-time can also be reduced with simple parallel concepts. The

search in a high-dimensional parameter space is implicitly parallel, allowing one to
use a workstation cluster as a parallel virtual machine. There are also higher parallel
concepts, which require a greater e�ort then the former one (see, e.g. Kreiûig, 1996),
which will also be discussed.
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Determination of the parameters of any model constitutes an inverse problem
(Bard, 1974; Banks and Kunisch, 1989; Bui, 1994), which often is related with
instability problems (Morozov, 1984; Baumeister, 1987; Banks and Kunisch, 1989;
Louis, 1989).
A number of authors have shown that time-integration of the constitutive equa-

tions with explicit algorithms also leads to numerical instabilities and have therefore
used implicit methods (see, e.g. Cordts and Kollmann, 1986; Hartmann and Koll-
mann, 1987; Stein and Wriggers, 1989). However, explicit algorithms like the
Runge±Kutta Dormand±Prince method are quite commonly used, because they do
not require any Jacobian matrix, if no accompanying stability analysis is performed
(see Mahnken and Stein, 1989). In this paper we present stable and accurate inte-
gration methods which avoid the above mentioned numerical problems. Only with
these implicit methods the allowable time-steps are great enough to reduce the
amount of CPU-time in large ®nite-element calculations (see Mahnken and Stein,
1989).

2. Modelling the inelastic material behaviour of metals

The need for an adequate description of the complex inelastic behaviour of mod-
ern metal alloys under monotonic and cyclic loading and high temperatures has
created numerous constitutive models in the past two decades. Most of them are
constructed in a way that they contain a purely elastic regime of hyper- and hypo-
elastic behaviour, respectively. For the inelastic behaviour it is generally accepted that

"
:
i � f��;T; qm� �1�

the inelastic part of the strain rates is a function of state variables stress � and
temperature T, and a set of internal variables qm with evolutionary equations

q
:
` � q`��;T; qm�; �m; ` � 1 . . . n� �2�

representing the history of the inelastic process.
Although there exist a number of models for the description of the elastic±plastic

and the elastic±viscoplastic response of metallic materials like austenitic steels [e.g.
the models of Bodner and Partom, Chaboche, Hart, Krempl, Miller, Steck, etc. (see,
e.g. Eftis et al., 1989; Chaboche and Rousselier, 1983; Krempl, 1987; Miller, 1987;
Nouailhas, 1989; Kublik and Steck, 1992)], in this paper we have chosen the
Interatom-model (IA-model) for analysis purposes. This model has been developed
to describe the behaviour of the austenitic steels SS 304 and 316L (see Bruhns, 1984;
Bruhns and Pitzer, 1987), and is introduced in the Appendix. Moreover, with
Bruhns and Rott (1994) a general frame has been introduced for the description of
the elastic±plastic and the elastic±viscoplastic response of austenitic steels.
The above mentioned models contain a certain number of parameters, and these

parameters have to be determined from a limited number of experiments. However,
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all models share the same problems with the estimation of these parameters, namely
the numerical sti�ness of the constitutive equations. The general results for the IA-
model presented in this paper are therefore also applicable to the other models.

3. Numerical methods to determine the model parameters

The following section is divided in two subsections. The ®rst one, called the direct
problem, deals with the numerical simulation of the experiments. The second one,
the inverse problem, shows how to solve the problem of estimating the model para-
meters (for an overview see, e.g. Tarantola, 1987; Bui, 1994; Bui et al., 1994).

3.1. Direct problem

In this paper we discuss the results for specimens with a uniform distribution of
stresses and strains from uniaxial tests. In this case the direct problem is reduced to
the time-integration of the uniaxial constitutive equations (A8), (A15) and (A24).
These equations ®t into the general form:

~y
:
� ~F�~y�t��; ~y �

"
q1

..

.

qm

0BBB@
1CCCA; t04t4te �3�

with the initial values at time t0

~y�t0� � ~y0: �4�

Eq. (3) describes a system of ®rst order ordinary di�erential equations with a
solution vector ~y. This vector contains the strain " and the internal variables
q1; . . . ; qm of the model. The task is to ®nd this vector for any time t4te.
The two main requirements for this calculation are stability and accuracy. It will

be shown that even very accurate integration methods like the Runge±Kutta Dor-
mand±Prince method (see, e.g. Press et al., 1992; Rentrop et al., 1996) do not lead to
satisfactory results because of numerical instabilities. One step methods as used in
this paper are of order p, if with ~y~0 � ~y0

~y~1 ÿ ~y�t0 ��t0� � O��t
p�1
0 � for �t0 ! 0 �5�

holds for the local discretization error (error after one step) (see Lambert, 1983;
Rentrop et al., 1996). The notation O de®nes the magnitude of the discretization
error. A high order p of the integration method will lead to low discretization errors.
A high accuracy, however, is not su�cient to solve the di�erential equations of the

type (3), because the model is sti�, as demonstrated below. The sti�ness of other
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models for viscoplastic material behaviour has been shown by a number of authors
(see, e.g. Cordts and Kollmann, 1986; Hartmann and Kollmann, 1987; Senseny et
al., 1993). Therefore, the following statements hold for all these models.
The stability term for sti� di�erential equations is introduced for the scalar equa-

tion, Rentrop et al. (1996)

y
: � ly; Rel40: �6�

There is also a general approach for systems of type (3), so that the following
statements hold for both Eqs. (6) and (3). Single-step methods approximate the
solution of Eq. (6) with

y~n � �R0�z��ny~0; z � �tnl: �7�

In Eq. (7) the term R0�z� de®nes the stability function. A single-step method is said
to be A-stable, if R0�z�j j41 8Re z40 holds, i.e. the approximate solution remains
in ®xed boundaries. The method is said to be L-stable, if it is A-stable and
limRez! ÿ1 R0�z� � 0 holds, i.e. the approximate solution tends to zero for large z,
as the true solution does.
The stability function of an explicit method is a polynomial in �tn. For this reason

explicit methods only have a ®nite region of absolute stability, the so-called stability
region, which is a strong restriction for the allowable stepsize �tn. Implicit methods
like the Crank±Nicolson method used in this paper are A-stable and therefore do
not have any restriction for the stepsize. This is a great advantage, because the
allowable stepsize for an explicit method can lead to unsatisfactory small steps (see
Mahnken and Stein, 1989).
To demonstrate the violation of the stability region, consider the following

example: A monotonic tensile test with a constant strain rate of "
: � 10ÿ2 sÿ1 up to a

total strain of 1% is simulated with the uniaxial form (A15) of the underlying model.
Two integration methods are chosen; on the one hand the classical explicit fourth
order Runge±Kutta method with an adaptive stepsize, on the other hand the above
mentioned implicit second order Crank±Nicolson method. The adaptive stepsize
control for the explicit method is performed in the following way. Starting with ~y~n
two approximate values for ~y�tn ��tn� are determined; on the one hand the value
~y~n�1 with the stepsize �tn, on the other hand the value ~y~~n�1 with two steps of the size
�tn
2 . The di�erence of the values is an error estimate (see Mahnken and Stein, 1989).

For the explicit method the stepsize in¯uences both stability and accuracy, for the
implicit method only accuracy. To improve the accuracy of the Crank±Nicolson
method we have implemented the fractional step algorithm of order 3, but not
changed the stepsize. This saves CPU time compared to an adaptive stepsize control
like that for the explicit method. It should be noted, that also implicit methods can
lead to wrong results, if not a proper control of the stepsize w.r.t. accuracy is
applied, but the following example shows that the Crank±Nicolson method works
well without a stepsize control.
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To test the stability of the two methods, the overstress-parameter 
�T� from Eq.
(A15) is changed within the range of 10ÿ40±10ÿ10 sÿ1. The following two pictures
show a comparison between the results of the Crank±Nicolson method and the
fourth-order Runge±Kutta method with adaptive stepsize (Figs. 1 and 2).
For the Crank±Nicolson method we have used a ®xed stepsize of �t � 10ÿ3 s.

This was also the biggest stepsize for the adaptive stepsize control of the explicit
method. The Crank±Nicolson method needed 1000 timesteps and 3000 iterations in
the implicit integration scheme to integrate one monotonic test. The CPU time for
the Crank±Nicolson method to integrate one monotonic test was 18 CPU s
(depending on the computer used, therefore this value gives only a magnitude).
It can be seen that it is not possible to integrate the model within the full range of

the parameters using an explicit method with an acceptable stepsize. The Crank±
Nicolson method with a ®xed stepsize, which is 1000 times higher than the smallest
stepsize of the Runge±Kutta method, is stable even in the region of 
�T� � 10ÿ10

sÿ1, where the model becomes extremely sti�. This shows the necessity of using an
implicit integration method to determine the parameters of the model; any optimi-
zation method will fail with the wrong integration method.

Fig. 1. Explicit time-integration with fourth-order Runge±Kutta method.

Fig. 2. Implicit time-integration with second-order Crank±Nicolson method.
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This corresponds with the experiences of other authors in this ®eld; e.g. Cordts
and Kollmann (1986) showed the sti�ness of the models of Hart and Miller and
derived an implicit integration scheme for the governing equations. Stein and
Wriggers (1989) pointed out that implicit integration methods are most commonly
used nowadays.

3.2. Inverse problem

In the present paper the model parameters are estimated with the least-squares
criterion. The basic assumption of this method is that the measurement errors follow
a normal distribution. In this case, the certainty of a special set of parameters
a1; . . . ; am of the model y�xi; a1; . . . ; am� being the right one is given as (Press et al.,
1992)

Yn
i�1

eÿ
1
2 yiÿy�xi;a1;...;am�=�� �2�y

n o
! max �8�

with the standard deviation � at the points xi. The maximization of the likelihood-
function (8) is identical to the minimization of

Xn
i�1

�yi ÿ y�xi; a1; . . . ; am��2
2�2

" #
ÿ nlog�y ! min : �9�

Introducing an individual standard deviation �i for all measured points xi and a
number l of nonlinear restrictions gj on the model parameters ~a the least-squares
method is given as

f�~a� � 1

2

Xn
i�1

�yi ÿ y�xi; a1; . . . ; am��2
�2i

! min
~a2G

; �10�

with

G � ~a 2 Rm : gj�~a� � 0; j � 1; . . . ; le; gj�~a�50; j � le � 1; . . . ; l
� 	

: �11�

In vector notation the least-squares function has the short form

f�~a� � 1

2
~r�~a�TG~r�~a�; ~r : IRm ! IRn; n > m: �12�

In the above equation ~r�~a� de®nes the residual vector

~r�~a�T � �r1�~a�; r2�~a�; . . . ; rn�~a��; ri�~a� � �yi ÿ y�xi; a1; . . . ; am��;
i � 1; . . . ; n

�13�
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and the matrix G contains the standard deviations �i

Gii � 1

�2i
; i � 1; . . . ; n: �14�

In the present case of the parameter identi®cation of inelastic material models
there also exist general nonlinear constraints for the model parameters due to the
material functions used. These restrictions result from thermodynamic considera-
tions on the material models (see, e.g. Lehmann, 1989). Therefore, in this paper
methods for constrained optimization problems are used.
With Eq. (10) the optimization problem is de®ned, it can be solved with several

methods (for an overview see, e.g. Groûmann and Terno, 1993). Considered here are
methods which take into account the special structure of the least-squares function,
e.g. Gauss±Newton methods (Dennis and Schnabel, 1983).
The quadratic approximation of the least-squares function f�~a� at the actual

iteration point ~ak leads to the iteration scheme (Dennis and Schnabel, 1983),

~ak�1 � ~ak ÿ J�~ak�TJ�~ak� � S�~ak�ÿ �ÿ1
J�~ak�T~r�~ak�: �15�

In Eq. (15) the matrix

J�~a�ij �
@ri�~a�
@aj

; J�~a� 2 IRn�m �16�

de®nes the Jacobian and the matrix

S�~a� �
Xn
i�1

ri�~a�r2ri�~a� �17�

contains the second derivatives of the least-squares function. With this full Newton
method local quadratic convergence is achieved

~ak�1 ÿ ~a�

 

4c ~ak ÿ ~a�

 

2 8 k5k̂50; c50: �18�

Because of the di�culty to derive the second order derivatives of the least-squares
function the Gauss±Newton method is used. The local quadratic convergence Eq. (18)
only holds if the second order derivative is demonstrated to be negligible, i.e.
S�~a� � 0 holds throughout the iteration.
A special form of the Gauss±Newton method is introduced to include restrictions

on the model parameters and to bring in damping in a natural way. This method
solves a quadratic program in every iteration step with the method of Wolfe (Collatz
and Wetterling, 1966).
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Another way to solve the optimization problem (10) is shown by Schittkowski
(1981). The basic idea of the method is the transformation of the restricted problem
into an unconstrained optimization problem. The solution of a quadratic sub-
problem

1

2
~dTr2

xxL�~ak; ~uk�~d� rf�~ak�T~d ! min
~d2G

! �19�

with linear restrictions

G � f~d 2 Rm : gj�~ak� � rgj�~ak�T~d � 0; j � 1; . . . ; le;

gj�~ak� � rgj�~ak�T~d50; j � le � 1; . . . ; lg
�20�

de®nes the search direction in the parameter space. In Eq. (19)

L�~a; ~u� :� f�~a� ÿ
Xl

j�1
ujgj�~a� �21�

de®nes the Lagrange function. Schittkowski (1981) uses the iteration scheme

~ak�1

~vk�1

� �
� ~ak

~vk

� �
� �k ~dk

~uk ÿ ~vk
� �

; k � 0; 1; . . . �22�

Herein ~ak; ~vk
ÿ �T

de®nes the solution vector of the merit function:

��~a; ~v� � f�~a� �
Xle
j�1

vjgj�~a� � 1

2
rgj�~a�2

�
Xle
j�le�1

vjgj�~a� � 1

2
rgj�~a�2; gj�~a�5ÿ vj

r

ÿ 1

2

v2j
r
; else

8><>: �23�

The main characteristic of merit functions is the congruence of the minimum of
the cost function f�~a�� and the ®rst component of the saddle point �~a�; ~v��T. With
Eq. (23) an unconstrained optimization problem is de®ned.
All the methods mentioned above require information about the slope of the cost

function and the ®rst derivative of the functions gj. Therefore an important task is
the calculation of the ®rst order derivatives of the least-squares sum f�~a�. As no
analytical solution of the least-squares problem (10) exists, the gradient can only be
approximated, e.g. via secant approximation. The other way is to derive the gradient of
the least-squares function analytically with respect to the underlying time integration

O.T. Bruhns, D.K. Anding / International Journal of Plasticity 15 (1999) 1311±1340 1319



scheme (see, e.g. Mahnken and Stein, 1996a). This way, however, is not considered
here. All approximation methods lead to the well known stepsize dilemma, which
results from the contrariety of discretization errors and the truncation or rounding
errors (see, e.g. Braess, 1997).
A way to overcome this dilemma is shown in Anding (1997); a proper individual

stepsize hj for each parameter aj can be calculated with the simple formula

hj � ���
�
p

max� aj
�� ��; typ�aj��sign�aj�: �24�

In Eq. (24)

typ�a� � 10int�log10 � aj j��0:30103�; if aj j51
10int�log10 � aj j�ÿ0:69897�; if 0 < aj j < 1

�
�25�

de®nes the magnitude of the parameter a and � the error bound for truncation and
rounding errors. As the function value f�~a� results from the solution of a system of
®rst order di�erential equations, the error bound � depends strongly on the accuracy
of the integration method used. Therefore no global estimate can be given. In the
present paper a stepsize hj � 10ÿ2 max� aj

�� ��; typ�aj��sign�aj� was found to be best.
The above mentioned optimization methods converge very fast when near a

minimum of the cost function. Normally one has little knowledge of the function, so
that the initial values for the model parameters are often far away from the opti-
mum. In this case, stochastic search methods help to ®nd parameter values near the
optimum. A great advantage of these methods are the low requirements on the cost
function; it needs neither to be continuous nor di�erentiable. Therefore no gradient
evaluation is necessary. The greatest disadvantage is the amount of CPU-time.
Modern stochastic search methods are divided in two groups; the ®rst one con-

tains genetic algorithms, which deal with binary numbers, the second one is called
evolution strategies, these methods are using real numbers for optimization. For an
overview about these methods see SchoÈ neburg et al. (1994). A comparison between
evolution strategies and genetic algorithms is shown in Schwefel et al. (1994); the
result is that for continuous cost functions evolution strategies are best. In the case
of discontinuous functions genetic algorithms have the better performance. Based
on these results we have chosen evolution strategies.
The success of the evolution search depends strongly on the handling of the step-

size during the optimization. A highly sophisticated way to solve this problem is
shown in Ostermeier et al. (1994):

~agC � ~agP � �g~�gscal~z

~zg � 1ÿ 1����
m
p

� �
~zgÿ1 � 1����

m
p ~z
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�g�1 � �g exp ~zg
�� �� ����

m
p

2
����
m
p ÿ 1

� �ÿ1
2

ÿ1� 1

5m

 ! ! 1��
m
p

~�g�1scal � ~�gscal ~zg
�� �� 1

2
����
m
p ÿ 1

� �ÿ1
2

�0:35
 !1

m

:

�26�

Herein the index C de®nes the children, the index P the parents and the index g the
actual generation. Small variations of the parameters are introduced via normal
distributed random numbers ~z with the mean value 0 and the standard deviation
� � 1=

����
m
p �m �number of parameters). These random numbers are multiplied with

a global stepsize �g and an individual stepsize ~�gscal for each parameter. The stepsize
parameters are changed with regard to information from previous optimization
steps. To handle the nonlinear restrictions (11) in the evolution strategy penalty
methods are used (see, e.g. Groûmann and Terno, 1993). Due to an increasing pen-
alty parameter non feasible parameters do not survive in the evolution.
To overcome the problem of large CPU-times, one can make use of the implicit

parallelism of the evolution strategy (see SchoÈ neburg et al., 1994). A popular con-
cept in this context is the so called Master±Slave paradigm:
A pool of tasks is de®ned, in this case, the total number of evolutions (see, e.g.

Geist et al., 1994). The master checks the termination criterion, if there are any tasks
left or if the value of the cost function is already small enough to stop the search.
Furthermore, the master distributes the best parameter set over the network and
therefore has the control over all evolutions. The slaves do the work; this means the
evaluation of the cost function and the variation of the parameters. The number of
evolution runs is also distributed by the master. There is some experience with the
Master±Slave concept in the context of the simultaneous estimation of model para-
meters used in constitutive equations. In this paper the program PVM is used to
organize the concept in a heterogeneous network.
Another important aspect of the estimation of the parameters of constitutive

equations is the reliability of the model parameters. Only in case of small standard
deviations of the parameters the predictions made with the model can be accurate,
otherwise the results are too vague to rely upon. This demonstrates that the estima-
tion of the model parameters is not enough, also the sensitivity of the parameters
has to be calculated (Press et al. 1992).
The sensitivity of the model parameters is speci®ed with the covariance matrix C of

the least-squares sum

f�~a� � 1

2
~r�~a�TG~r�~a�

C � r2f�~a�ÿ1:
�27�

The covariance matrix can be calculated with the ®rst order derivatives of the model
y at each point xi (Press et al., 1992)
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@2f�~a�
@ak@al

�
Xn
i�1

1

�2i

@y�xi; a1; . . . ; am�
@ak

@y�xi; a1; . . . ; am�
@al

� �
: �28�

To specify the correlation between the model parameters the correlation coe�cient

��ai; aj� � Cij������������
CiiCjj

p ; ÿ14��ai; aj�4� 1 �29�

is de®ned. In case of �j j � 1 the parameters ai and aj are linear dependent, which
means that there is no unique solution of the optimization problem. This also means
that there is not enough information in the cost function. To overcome this situa-
tion, more measurement data is required. It should be stated here, that it is not only
the quantitative amount of data which is important, but the quality of data. There-
fore it becomes necessary to run a number of di�erent tests to activate the di�erent
mechanisms intended by the model.
The calculation of the ®rst order derivatives of the model is very di�cult, as

mentioned before. Therefore another popular way to get information about the
sensitivity of the model parameters is the creation of simulated data sets. This
requires the best knowledge about the uncertainty in the measurement data. Only in
case of the right distribution the simulated data sets are a true surrogate for the
original data. To demonstrate if the chosen distribution is correct or not, one can
use the �2-test (see Heinhold and Gaede, 1972). The way to create simulated data
sets can be taken from Fig. 3.
The basis for the Monte Carlo simulation is the model with the best ®tted para-

meters. Instead of the actual data set the model with the parameters ~a0 is chosen.
At each measurement point xi a synthetic data point is created with the right dis-
tribution, e.g. a white noise. The minimization of the least-squares sum delivers

Fig. 3. Monte Carlo simulation of an experiment (source: Press et al., 1992).
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Monte Carlo parameters ~a
�s�
i . The distribution of these parameters gives then the

information about the sensitivity of the model parameters. In the case of normal
distributed measurement errors there is a clear de®ned conjunction between the
standard deviation and the con®dence regions on the parameters.

4. Numerical results for stainless steel SS 304

The parameters of the model, Eqs. (A8), (A15) and (A24), are all estimated from
uniaxial tests. The test data are taken from Westerho� (1995). The strategy to ®nd
these parameters was proposed by Bruhns and Pitzer (1987). These authors classify
the temperature dependent parameters of the model in three categories:

i. parameters for the elastic response of the material, e.g. Young's modulus E,
ii. parameters of the rate independent theory, e.g. the initial yield stress �F and

the tangent modulus Et and
iii. parameters to describe the viscous e�ects.

The parameters presented in this paper are for a SS 304 (1.4948 according to
German standards) at room temperature. The model is also capable of reproducing
the material behaviour at elevated temperatures, up to 600�C. The parameters for
the higher temperature level are printed in Anding (1997). The evaluation of the
parameters of the ®rst category is also shown in detail in Anding (1997). Starting
here with the parameters of the second category, one ®rst has to estimate the para-
meters of Eq. (A12) to describe the hardening behaviour of SS 304 in monotonic
tensile tests. This behaviour was, for example, measured by Westerho� (1995) in six
tests with a quasistatic strain rate (see Fig. 4).
In this case it is possible to give a value for the variance of the measured stress at

®xed reference points " (see Fig. 5). But for only six tests the basis for a statistic
analysis is very small. This leads to another way to estimate the variance of the
measured stresses; if the least-squares ®t is best and all measured points have the

Fig. 4. Monotonic tensile tests with a quasistatic process velocity (source: Westerho�, 1995).
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same distribution the variance can be estimated with the a posteriori value (see Press
et al., 1992)

S2 �
Xn
i�1

�yi ÿ y�xi; a1; . . . ; am��2
nÿm

: �30�

The method to estimate the quasistatic parameters is here the Gauss±Newton
method. Because all parameters are measurable quantities it is easy to give good
starting values for the least-squares ®t. The result of the optimization is shown in
Fig. 6.
In Fig. 7 it can be seen that the residuals are normal distributed after the best

least-squares ®t. The frequency m�i� of a special value of the residual is very close to
the frequency n � p�i� of the normal distribution. The �2-test shows a value of 6.401
for a largest possible value �2��0:05 � 7:815 so that one can use the normal distribution.
This leads to the variance of the stresses: S� � 0:68 MPa. With this variance we

have created a white noise. In Table 1 the results of 1000 Monte Carlo simulations
are shown.

Fig. 5. Variance of the measured stress at a reference point " � 0:1% and mean value *.

Fig. 6. Best ®t of the IA-model.
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The variance of the parameter Eto is rather high. On the other hand, the variance
of c3 is quite low, so that the parameters are suitable to predict the hardening of the
material in monotonic tensile tests.
The next task is to determine the parameters for cyclic plasticity. The model has

two hardening functions (A9) and (A10) to describe this behaviour. The measure-
ment data are shown in Fig. 8. There are three cyclic tests with a constant strain rate
of "
: � 10ÿ5 sÿ1. The maximum strain varies from 0.25 to 1.0%.
In this special case of only two model parameters c1 and c2 it is possible to eval-

uate the shape of the least-squares sum (see Fig. 9). It can be seen that the two
parameters are highly correlated. The least-squares sum is not a convex function.
The minimum of the cost function lies in a long valley with only a little slope on the
ground. This shows the necessity to modify the hardening functions (A9) and (A10)
of the model, because the underlying measurement data in Fig. 8 should be su�cient
to identify the parameters for the hardening behaviour of the model. The optimiza-
tion of the hardening functions is not part of the present paper, thus we will stay
with the functions (A9) and (A10). For these two special functions thermodynamic
considerations lead to the nonlinear restriction for the parameters c1 and c2 (see
Anding, 1997):

Fig. 7. Distribution of the residuals for the best ®t.

Table 1

Mean value and variance of parameters Eto, Et1 and c3 of the rate independant model

Data set Eto (MPa) Et1 (MPa) c3 (MPa)

1 193 785�2904 4013�33 196.1�0.2

2 138 032�2286 2973�28 200.1�0.2

3 183 256�5094 3244�36 198.7�0.1

4 144 750�2104 3045�112 198.4�0.5

5 170 590�2305 3411�5 198.9�0.1

6 167 885�1292 3187�6 198.9�0.1

x� � Sx 166 383�21 575 3312�376 198.5�1.3
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Fig. 8. Cyclic tests with a quasistatic strain rate of "
: � 10ÿ5 (source: Westerho�, 1995).

Fig. 9. Least-squares sum obtained from cyclic tests.
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0 < c1 <
1

�c2 ÿ 1���2F
� 2�Eto

1ÿ Eto

E

ÿ 2�Et1

264
375; c2 > 1: �31�

The explanation for the parameters �F, E, Eto and Et1 is given in the Appendix A
in Fig. A1.
To get good starting values for the optimization we have chosen the evolution

strategy. To reduce the amount of CPU time we have implemented the Master±
Slave concept and used 12 workstations for the search. This means that 12 cycles can
be simulated with the model at the same time and therefore 12 sets of parameters
can be checked at the same time. To get an impression of the resulting speed up see,
e.g. Anding (1997). Due to the heterogeneous network we have also implemented a
dynamic load balancing to avoid workstations running idle.
The success of the evolutionary search can be seen in Fig. 10. The evolution

strategy follows exact the slope of the valley in Fig. 9. With this initial values it is
easy to ®nd the minimum of the least-squares sum. Because of its good performance
we have chosen the method of Schittkowski (1981). The result of this optimization is
shown in Fig. 11.
The model is capable of reproducing the cyclic behaviour of SS 304. The estimated

parameters at room temperature are:

c1 � 0:01991MPaÿ1; c2 � 3:06412:

The standard-deviations of the parameters are small:

��c1� � 2:5%; ��c2� � 0:5%:

Due to the shape of the least-squares-sum the two parameters are highly corre-
lated (see Table 2).

Fig. 10. Finding initial values for the parameters with the evolution strategy.
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The last task is the evaluation of the rate dependent parameters of the model in
Eqs. (A15) and (A24). Therefore monotonic tensile tests with various strain rates,
creep and relaxation tests are used (see Figs. 12±14).
For the three parameters 
, c4, c5 of the overstress function in Eq. (A15) it is hard

to give initial values. This makes it again necessary to use the evolution strategy. As
before, we have used parallelization to reduce the amount of CPU time. To check
the e�ciency of the strategy we have made a comparison between the `+'-strategy
and the `,'-strategy. In case of the `+'-strategy the parents remain in the optimiza-
tion process, for the `,'-strategy they are deleted. For further details of this problem,
see, SchoÈ neburg et al. (1994). The result of this comparison is shown in Fig. 15.
It can be seen that the `,'-strategy converges much faster. Therefore we have

always chosen this method.
To improve the parameters the method of Schittkowski (1981) was applied. The

following values for the three parameters at room temperature were obtained:

Fig. 11. Fit of the IA-model to cyclic tests.

Table 2

Correlation coe�cients of parameters c1 and c2

� c1 c2

c1 1.0 ÿ0.81
c2 ÿ0.81 1.0
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 � 6:9� 10ÿ22 sÿ1; c4 � 1:0� 10ÿ4 MPa; c5 � 3:763:

Although the reproduction of the monotonic tests and the creep tests is good, the
standard-deviations of the parameters are rather high:

��
� � 189:1%; ��c4� � 52:65%; ��c5� � 0:5%:

Fig. 12. Monotonic tensile tests with various strain rates (source: Westerho�, 1995).

Fig. 13. Creep tests at various stress levels (source: Westerho�, 1995).
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The correlation-coe�cients are shown in Table 3. It can be seen that it is necessary
to bring in additional information into the optimization problem, e.g. via combined
tension±torsion tests. With these multiaxial tests it should be possible to reduce the
linear dependency of the parameters.
This shows, that, even with the best optimization tools, it is not possible to cor-

rectly obtain parameters Ð here 
 and c4 Ð which role is to model a phenomenon Ð
here rate dependent material behaviour Ð insu�ciently sensibilized in the con-
sidered experimental data. A further discussion on that point is made in Anding
(1997).
For a better modelling of the rate dependent behaviour of the present austenitic

steel the IA-model in the form (A24) is ®tted to the tests of Figs. 12±14. The model

Fig. 14. Relaxation tests with various strain rates (source: Westerho�, 1995).

Fig. 15. Comparison between the `+'-evolution strategy and the `,'-strategy.
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contains 22 parameters for the viscoplastic behaviour, which all have to be deter-
mined simultaneously. In this paper, this was the biggest number of parameters to
be optimized in one single optimization job. As before, the start parameters were
determined with the parallelized evolution strategy. These start parameters were
optimized with the method of Schittkowski. The least-squares function contained all
the test data from Figs. 12±14, therefore one function evaluation was to integrate all
monotonic tensile tests, all creep tests and all relaxation tests. The method of
Schittkowski (1981) needed 40 iterations. During these iterations there were 84
function evaluations for the line search and 40 calculations of the gradient of the
least-squares function, this means 880 function evaluations. Altogether these are 964

Table 3

Correlation coe�cents of parameters 
, c4 and c5

� 
 c4 c5


 1.0 0.99 ÿ0.23
c4 0.99 1.0 ÿ0.12
c5 ÿ0.23 ÿ0.12 1.0

Fig. 16. Fit of the extended IA-model to monotonic tensile tests with various strain rates.

Fig. 17. Fit of the extended IA-model to creep tests at various stress levels.
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integrations of all the tests in Figs. 12±14. These values give an impression of the
e�ort required to optimize material parameters. The results of this least-squares ®t is
shown in the following pictures. A complete list of the parameters in Eq. (A24) is
given in the Appendix A.
From Fig. 16 it can be seen that the extended IA-model gives an excellent repro-

duction of the monotonic tests, whereas the prediction of the creep and relaxation
behaviour in Figs. 17 and 18 requires further improvement on the model. This
indicates that the mechanisms of this kind of material behaviour are not fully
included in the IA-model. Further extensions of the model seem to be necessary. But
even in the form (A24) the IA-model should give good results for the prediction of
complex structures under mechanical loads.

5. Conclusion

A general approach for parameter identi®cation in the context of constitutive laws
for modelling inelastic material behaviour is presented. The underlying experiments
are uniaxial. This strategy to determine the material parameters requires less e�ort
than non-homogeneous experiments, for which the parameter identi®cation is per-
formed by means of the Finite-Element-Method.
For the solution of the direct problem stable and accurate integration methods are

presented. Therefore no preliminary studies on the parameters are necessary. Almost
any starting values are feasible. Restrictions on the parameters result only from
thermodynamic considerations or the range of value of the material functions and
are not introduced to avoid numerical problems. With the combination of stochastic
and deterministic optimization methods it is possible to reach the desired optimum
of the cost function within a short time. This CPU time is signi®cantly reduced via
parallelization of the stochastic methods.
A certain disadvantage of the uniaxial strategy, namely the lack of information in

the experimental data, is shown by error estimates and con®dence regions. With an
increasing number of di�erent experiments the uncertainties in the material para-
meters decrease signi®cantly.
We believe that the general approach presented here is an e�ective tool to deter-

mine the parameters of constitutive laws for inelastic material behaviour.

Fig. 18. Fit of the extended IA-model to relaxation tests with various strain rates.
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Appendix: The INTERATOM-model

The model is based on the assumption that the material behaviour up to a certain
limit is purely elastic, and only beyond this limit shows rate-dependent e�ects. For
the description of this inelastic behaviour the concept of overstresses, ®rst proposed
by Perzyna (1977), has been introduced, e.g. in Bruhns (1984), Bruhns and Pitzer
(1987) and Bruhns and Rott (1994), together with an underlying rate-independent
theory of elastic±plastic processes. The basic idea of the model is to split the rate of
deformation tensor into a reversible (elastic) and an irreversible part, which contains
both rate-dependent and rate-independent e�ects

"
: � ": r � ": i �A1�

Starting with the basic static theory, the assumption of incompressibility in the
plastic range and a generalized von Mises yield condition give the following con-
stitutive equations

"
:
r �

1

2G
��: ÿ �

1� � tr��: �I� � ��T
:
I; �A2�

"
:
i �

LC

4fh
h@F
@�
i: �A3�

Herein

F � fÿ g � ��0 ÿ �� : ��0 ÿ �� ÿ g��;T� � 0 �A4�
is the yield condition and

LC � @F
@�

: �
:
> 0 �A5�

de®nes the loading condition. Accordingly, the inelastic deformation can only occur
if both yield condition and loading condition are ful®lled. This condition is indicated
with the McCauley brackets

hXi � X; ifF � 0 andLC > 0
0; else

:

�
�A6�

The quantity h in Eq. (A3) de®nes the hardening function. The loading history of
the material is included in the model by two internal variables; the ®rst � representing
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kinematic hardening e�ects, the second � describing the isotropic hardening of the
material. The evolution equations for these variables are

�
: � c��;T�": i; �

: � ��0 ÿ �� : ": i; �A7�

respectively.
In the present paper, all material functions were determined from uniaxial static

tests. Therefore the governing equations will be specialized to this case. This leads to
the simple form

�
: � Et���":;

�
: � c��� 1ÿ Et���

E

� �
"
:
;

�
: �

������������
3

2
g���

r
1ÿ Et���

E

� �
"
:�� �� �A8�

with the tangent modulus Et��� and the two hardening functions c��� and g���. In
Bruhns (1984) the following functions are given

g��;T� � 2

3
�F�T�2�1� �c2�T� ÿ 1��1ÿ eÿc1�T���� �A9�

and

c��;T� �
2

3
Et��;T�

1ÿ Et��;T�
E�T�

ÿ 1

3
�F�T�2�c2�T� ÿ 1�c1�T�eÿc1�T��: �A10�

These functions have two degrees of freedom, namely the temperature-dependent
material parameters c1�T� and c2�T�. The tangent modulus Et���"�;T� is introduced
as a function of measurable quantities, as shown in Fig. A1, wherein E � 205:73
GPa (Young's modulus) and � � 0:278 (Poisson's ratio) are the parameters of the
elastic behaviour of the material.
In Fig. A1, �F � 159 MPa de®nes the initial yield stress and Eto the initial slope in

the inelastic region. The two quantities c3 and Et1 determine the asymptotic linear
hardening behaviour of the material. With the abbreviations

a � Et1
b � c3

c � �F

Eto
c3 ÿ �F 1ÿ 2

Et1
E

� �� �
ÿ �F

E
c3 � �F

Et1
E

� �
d � 1

Eto
c3 ÿ �F 1ÿ 2

Et1
E

� �� �
ÿ �F

E
�A11�
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the tangent modulus is given as

Et � Et���"�;T� � d��"�
d"
� a� d�bÿ ad� ÿ c

�d� "�2 : �A12�

For a description of rate-dependent e�ects like creep and relaxation the concept of
overstresses is used. With the actual stress � and the associated stress �� on the yield
surface the following expression is given for the inelastic strain-rate

"
:
i �� ���;T� � �0 ÿ ��������������������������������������

��� 0 ÿ �� : ��� 0 ÿ ��
q : �A13�

Herein a second set of McCauley brackets is used to describe the actual stress
state, which can lie far beyond the yield surface

� Y�� Y; if F > 0 andLC > 0
0; else

:

�
�A14�

Introducing again the uniaxial form of the model with the so-called generalized
overstress � (Bruhns, 1984; Bruhns and Rott, 1994)

�
: � E "

: ÿ
���
2

3

r
���;T�

 !

�
: � c��;T�

���
2

3

r
���;T�

�
: �

�����������������
3

2
g��;T�

r ���
2

3

r
���;T� �A15�

Fig. A1. Development of the tangent modulus Et��� during uniaxial tests.
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���;T� � 2
�T� �

E�T� 1� �

c4�T�
� �c5�T�

� �
�����������������������������������������
2

3
� ÿ �

� �
� ÿ 3

2
�

� �s
ÿ

��������������
g��;T�

p
one ®nds a certain disadvantage in the model; for vanishing overstresses the model
becomes purely elastic. To overcome this situation, certain improvements are shown
in Bruhns and Rott (1994) and Westerho� (1995). The basic idea is to split the
inelastic strain rate in two parts; the ®rst describes the rate-independent hardening
e�ects, the second contains all viscous e�ects

"
: � ": r � ": i � ": r � ": p � ": v: �A16�

For the viscous strain rate, the above proposed concept of overstresses remains
valid. A di�erence to the former formulation of the model occurs now for vanishing
overstresses; in this case the extended model still contains plastic ¯ow

"
:
p �

��
:

:
�0 ÿ ��������������������������������������

��� 0 ÿ �� : ��� 0 ÿ ��
q

2

3
Et

1ÿ Et

E

�0 ÿ ��������������������������������������
��� 0 ÿ �� : ��� 0 ÿ ��

q : �A17�

This formulation of the ¯ow rule requires an additional evolution equation for the
associated static stresses, i.e. the stresses on the yield surface. In Bruhns and Rott
(1994) the following equation is introduced

��
: 0 � hAC�; v;T��: 0 � B��0;�;T���0 ÿ �� 0�i: �A18�

It should be stated here that in this model the stress on the yield surface is not time
independent, e.g. it is increasing during creep processes due to the increasing
inelastic work. For further details see Bruhns and Rott (1994). Eq. (A18) contains
two additional material functions. The ®rst one, A��; v;T�, determines the evolu-
tion of the static stresses. In the case of vanishing overstresses the quantity v , which
stands for the velocity of the process, still enables the model to describe hardening
e�ects. In this paper we chose the Euclidean norm of the stress rate as a measure of
the process velocity

v � �
: 0

 



2
:�

�������������������X3
i;k�1

�
: 0
ik

�� ��2vuut : �A19�
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The material function A is given in Bruhns and Rott (1994) as

A��; v;T� � a1��;T�a2�v;T� �A20�

wherein

a1��;T� � 1ÿ a11�T�
tanh�a13�T�� ÿ 1

�tanh�a12�T� �

�F
� a13�T�� ÿ 1� � a11�T� �A21�

a2�v;T� � a21�T�ea22�T��vÿv0�
a23�T� � �1ÿ a21�T��ea24�T��vÿv0�

a25 �T�
:

The second function B��0;�;T� was introduced to describe creep processes.
Therefore the function depends on the stress level at the beginning of any creep
process

B��0;�;T� � d3��0;T� tanh�d4��0;T�
�������������������������������������
��0 ÿ �� : ��0 ÿ ��

q
=�F � d5��0;T��

� d6��0;T� �A22�

with

d3 � p31 � p32 �
0

 



2
=�F � p33� �0



 


2
=�F�2

d4 � p41 � p42 �
0

 



2
=�F � p43� �0



 


2
=�F�2

d5 � p51 � p52 �
0

 



2
=�F � p53� �0



 


2
=�F�2

d6 � p61 � p62 �
0

 



2
=�F � p63� �0



 


2
=�F�2: �A23�

Introducing again the uniaxial form of the model one gets the following equations:

�
: � E

1� A��; v��Eÿ Et����
Et���

� �(":ÿ � B��; �� 1ÿ Et���
E

� �
Et��� �� ÿ �� � �

ÿ
���
2

3

r
� ���� � sign

2

3
�� ÿ �

� �)
; �

: � c��� 1ÿ Et���
E

� �
��
:

Et���

�
: �

������������
3

2
g���

r
1ÿ Et���

E

� �
��
:

Et��� ��
: � hA��; v��: i� � B��; ���� ÿ ��� �

�A24�

The model in the form (A24) contains 22 parameters together with the parameters of
the underlying static theory as given Section 4. The values for these parameters at
room temperature are as follows:
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a11 � 171 a12 � 10:176 a13 � ÿ0:26
a21 � 0:032 a22 � ÿ2:14 a23 � 0:05 a24 � ÿ6:16 a25 � 0:004

d1 � 8:0� 10ÿ12 d2 � 5:01

p31 � 2:0� 10ÿ9 p32 � 5:25� 10ÿ7 p33 � 9:61� 10ÿ10 �sÿ1�
p41 � 23:85 p42 � 1:125 p43 � 1:704 �ÿ�
p51 � ÿ14:57 p52 � ÿ34:98 p53 � ÿ0:784 �ÿ�
p61 � 0:00032 p62 � 7:79� 10ÿ9 p63 � 1:09� 10ÿ8 �sÿ1�:
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